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Capsets

A capset in ⁄(𝒁 3𝒁)! is a set S of vectors 
such that no three distinct elements of s 
satisfy

s + t + u = 0



Capsets

A capset in ⁄(𝒁 3𝒁)! is a set S of vectors 
such that no three distinct elements of s 
satisfy

s + t + u = 0
t = -(s+u) = (1/2)(s+u)



Capsets

f(n) = size of the largest capset in 
(𝒁∕3𝒁)^𝑛

f(1) = 2, f(2) = ?



Capsets

f(2) = 4



Capsets

f(2) = 4

S = {0,1}^n is a capset, so 𝑓 𝑛 ≥ 2! 
In fact, 𝑓 𝑚 + 𝑛 ≥ 𝑓 𝑚 𝑓(𝑛)



Capsets

But:

f(3) = 9!



Capsets

• f(4)=20



Capsets

What is lim	𝑓 𝑛 )/+?

At least (20))/,= 2.11…
At most 3.
E_-Giswijt, 2017:  at most 2.756.
Best known lower bound: Tyrell, 2022: at 
least 2.218.





Can a machine generate a large capset?

(even a single large example can narrow the gap!)



Can a machine generate a large capset?

Standard approach: somehow optimize over functions 
𝐹: 	𝑹! → 𝑹, rewarding those such that
{𝑣 ∈ {0,1,2}!: 𝐹 𝑣 > 0	} 
is a large capset.

OUTPUT:  Some huge mess of a function.



FUNSEARCH

Instead:  search the space of 
short Python programs, 
rewarding those whose output is 
a large n-dimensional capset. 



FUNSEARCH: A CARTOON
 

performers

LLM more

like these



• Include the picture of the code here



Observations on Funsearch

It actually works!  Matches best known lower bound on f(n) 
(i.e. matches largest known n-dimensional capsets) for n = 
1,2,..7, and improves f(8) from 496 to 512.



Observations on Funsearch

It actually works!  Matches best known lower bound on f(n) 
(i.e. matches largest known n-dimensional capsets) for n = 
1,2,..7, and improves f(8) from 496 to 512.

(and improves the lower bound in general, though Naslund 
recently beat this…)



Observations on Funsearch

We needed to search a very restrictive class of functions:  
priority functions that assign a score to each element of 
⁄(𝒁 𝟑𝒁)𝒏 in advance, then add vectors to the capset in order 

of score, skipping any that violate the capset rule.

!!!!



• Include the picture of the code here



Observations on Funsearch

No hallucination problem because assessment doesn’t involve 
the LLM!



Observations on Funsearch

Results are interpretable; we can read the code ourselves and 
try to figure out what it’s doing.



Observations of Funsearch

My attempts to seed Funsearch with “well-chosen” functions 
did not improve performance! 



Observations on Funsearch:

Funsearch does not seem to learn that (𝒁∕𝟑𝒁)^𝒏 has 
symmetry by GL_n(F_3), but does learn it has symmetry by 
S_n.

 



Observations on Funsearch

Funsearch does not seem to learn how to combine an m-
dimensional capset and an n-dimensional capset into an 
(m+n)-dimensional capset.



Funsearch can:
• Learn to produce a program that gives good (better than 

previous human-generated) solutions for a particular n
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general n



Funsearch can:
• Learn to produce a program that gives good (better than 

previous human-generated) solutions for a particular n
• Learn to produce a program that gives a human reader a good 

idea for creating good solutions for general n 
(interpretability!)
• Learn to produce a program that gives good solutions for 

general n



Funsearch can:
• Learn to produce a program that gives good (better than 

previous human-generated) solutions for a particular n
• Learn to produce a program that gives a human reader a good 

idea for creating good solutions for general n
• Learn to produce a program that gives good solutions for 

general n
• Enslave/eat/otherwise annihilate all humans
• Render research mathematics obsolete



Forward from here

What kind of problems are most suitable 
for Funsearch-style attack?  Can we get 
outside combinatorics?



Forward from here

DeepMind wants to work on hard 
problems; I want to work on easy 
problems



Forward from here

DeepMind wants to work on hard 
problems; I want to work on easy 
problems





Forward from here

“we have empirically observed that the results obtained in this 
paper are not too sensitive to the exact choice of LLM, as 
long as it has been trained on a large enough corpus of code.”

Can we make Funsearch (or Funsearch-likes) a tool for 
working mathematicians?





Learning the Möbius function

𝜇 𝑛 =	
• 1 if n is the product of an even number of distinct primes
• -1 if n is the product of an odd number of distinct primes
• 0 if n has a nontrivial square factor

Can a neural net learn the Möbius function?



First try: learning the Möbius function

Neural nets are very good at:
INPUT:

cat faucet              cat

OUTPUT:  A function F from space of pixels (R^N) to [0,1]
sending pictures of cats to 0 and pictures of faucets to 1



First try: learning the Möbius function

INPUT:  
(17,1)
(15, -1)
(105, -1)
(12, 0), …. 



First try: learning the Möbius function

INPUT:  
(17,1)
(15, -1)
(105, -1)
(12, 0), …. 

OUTPUT:
A function that 
matches Möbius 
much better than 
chance!



First try: learning the Möbius function

𝜇(𝑛)= 

• 1 if n is the product of an even number of distinct primes
• -1 if n is the product of an odd number of distinct primes
• 0 if n has a nontrivial square factor

Our function: 0 if n is a multiple of 4, random ±1 otherwise.



Philosophical question:

If the machine, given f(p) data points, can learn to return 0 
when n is a multiple of p^2, should we say the machine has 
learned to detect squarefreeness?



Philosophical question:

If the machine, given f(p) data points, can learn to return 0 
when n is a multiple of p^2, should we say the machine has 
learned to detect squarefreeness?

Accuracy of answers near 100%, proportion of concept 
learned is 0%.


