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Ike Mertens Function

Def The function

M (N) = [ men)
n ≤ N

is called the Mertens Function .
=-

M/6) = MCI) till2) till3)+MCH

+MI5) +MI6)

= 11 + C-1) t C-1) to

+ C-1) +I

=El



why compete M ?

* Testing conjectures Ne Approach :

E.g. , Until when is 1141Mt ≤TN
true?

Compute Mcn ) Un ≤N
↳ known to be false for extremely

and sum .

large N (0015€ko-te Ride)

Time : at least
*For N large , asymptotic expressions ☒ • (avg .

time it takes
for MIN) are good . For bounded N, to computeMcn)))

they are not ( computations are

preferable) .



To save time
,
we can use the sieve of Eratosthenes :

To save space, we can use a segmented sieve
:

Look at segments of length TN and check
for divisibility

by primes up to 0N .

Space : 0Ctu)



One more way to save space
. . .

theorem (Helfgott, 2020)
One can construct all primes p≤N in

time 01N log N) and space 041%6%111%1.



Less Nae Methods

M idea :

① Com inatorial Methods use number theoretical

identities to break

14 (N) = [ men
)

n ≤ N

First steps : Neisse/ (1870s) , Lehmer (1-959) into shorter sums . Compute

Lagarias - Miller-0%7--1=0119857 the short sums once & use

& Deléglise -Rival I 996) them many times .

Time : about 01N%)



②Analytic Methods Cain idea:
can write MCN) as sums

over the zeros of the Riemann

Zeta function . There are

o_0 ly many Zeros,
but one

can truncate & round . If

error < ¥
,
result is exact .

for ITLX)

tagarias - OotyEko (198^-7)
Time : OCN

↳+E)
←

in theory
(nontrivial to implement ( Platt,

2012)

& slower than combinatorial methods
in practice)



QUI WOI

Our Goal :

Formulate a combinatorial

algorithm that
* improves on the previous
time Found

" of ACN%)
* uses as little space
as possible
* is practical to implement
on a computer.



theorem (Helfgott,T. , 2021 )

One can compute MCN) in
using Helfgott

's

time Q(Ñ%gµ%+E, ang
01N"%gN)

sieve

space @ ( µ3110µg µÉ%◦ )
01N"ˢµ◦gN%)
using Helfgott's

sieve



Combinatorial algorithms : a- get apph

Choose a parameter
v=VN and split

start w/ an identity :
into cases :

M (N) = 2M (TN)
- [[Mlm)Mlmz) ① m , ,mz≤ v

↑ n≤N mimz/N ② m ,
or mz >V

Heath-Brown m
, ,mz≤TN

1<=2 case

swapping the
order of summation :

MCN)=2MCÑN)
- [ Mcm,)MCmz)L¥mz)
~

Compute naively
M

, ,Mz≤TN

in time OWN)



hi-hat the O_0 instead :



Hew wetland Ease ①

Applying a local linear

approximation :

N N

In
= mTn◦ +

Cxlm -mo)

+Cyln-no) +ETQuad ,
↑
small

where C.≈ = -¥n◦ , provided
that"
is
small

cy=-m÷z



If there were no floor functions . . .
- --

- -→ and no ETQUAO

[ Mcmillen) * Use a segmented
sieve to compute@in)EIx✗Iy
Mcm> for MEIX

= [ ucmsucn)(¥%+cxcm-mutagen -no)) and Mcn)fornEIy
Cmn)EIx×Iy * Computing the sum ⊕

[ mem)(÷n◦+cxlm-moY•[Mln) takes time
nEIy

mEIx @Cmaxca , b))

+±yMcmcyln- no)) -[Mcm) and negligible space .
mEI≈



Ew to handle#

I



*we show that La - Le and

L1 - Lo can be computed

quickly



*we can find such an

% in time 0 ( logb)

Using continued fractions

* Now
,
our task is to show

that Lzcm,n)=L1cm,n)

except in at most 2
" bad

"

congruence classes

(same for 11cm,n) vs
LoCm

,
n))



* So, we Just need to compute a* In the case where m or n

table of
is in a " bad " residue class

[ Mcm)
(mod g) , we show that m= abad (mod D)
Lz - L1

,
L1 - Lo are MEIbad

char
.

functions of intervals which requires pre - computing a
table of values ofMcm) ; can be

(or Unions of intervals) . done in time 0lb) & space 0 /blogb)
↑

Savings : a factor
of " a

"

compared with
the naive method



÷

÷

"

41s ←

time : ≈ ;÷
? '

R
savings



Computations
we wrote our algorithm in

C++ and ran it on an

80- core machine at
the Max Planck Institute

for Mathematics :

I }Hurst
µ,ese match except"

"

← possible sign
with Kuznetsov error

at ✗= 10
"

& Hurst's

computations
using Deleglise &

Rival's algorithm
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